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VMware Cloud Foundation – Simple, Agile and Secure Hybrid Cloud Platform

Performance Monitoring & Self Driving Operations: vRealize Operations
vRealize Operations Manager is installed by the SDDC Manager using the vRealize Suite Lifecycle Manager API and is load balanced with NSX. Once installed, it is then 

configured to automatically collect performance metric data from all of the VMs in the Management Domain, including the SDDC Manager, PSC, vCenter, vRealize Suite, NSX, 
and ESXi hosts. The cloud administrator is then able to manage performance, monitor alerts, and optimize capacity all from the vRealize Operations Manager dashboards.
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Log Aggregation: vRealize Log Insight
Log Insight is automatically installed by the SDDC Manager during the bring-up process. Once installed, It is then configured to collect unstructured 
syslog data from all VMware Cloud Foundation components, including the SDDC Manager, PSC, vCenter, vRealize Suite, NSX, and ESXi hosts. The 

cloud administrator is then able to review all the aggregated log information from the Log Insight dashboard.
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vRealize Automation is installed by the SDDC 
Manager using the vRealize Suite Lifecycle 

Manager API and is load balanced with NSX. 
Once deployed the vRA administrator can create 
blueprints and deploy VMs to the VMware Cloud 

Foundation Private cloud.

vRealize Automation Business Users can 
deploy application blueprints from the vRA 
Application Service Catalog or through the 

vRA API
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Service Catalog: vRealize Automation

vRealize Suite Lifecycle Manager delivers complete lifecycle and content management capabilities for vRealize Suite products. The design uses vRealize Suite Lifecycle Manager to deploy, upgrade, and configure of the vRealize Suite components.
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VMware Cloud Foundation is the industry’s most advanced hybrid cloud platform. It provides a complete set of software-defined services for compute, storage, networking and
security, and cloud management to run both traditional enterprise applications and modern cloud native workloads. Cloud Foundation patch management and upgrades are drastically 

simplified thanks to automated lifecycle management. A true Hybrid Cloud experience is achieved with HCX, by providing powerful workload mobility between any VMware based clouds. 
Giving you the freedom to run your application workloads anywhere.

* Manually deployed

Lifecycle Management
By default, SDDC Manager routinely checks the VMware software depot to discover when software updates are available. If SDDC Manager does not have internet connectivity, 

use the Bundle Transfer Utility to manually download update bundles from the VMware software depot and manually transfer them to SDDC Manager.
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Cloud Foundation supports a mixture of deployment options to suit a large variety of customer use cases. Cloud Foundation can be deployed in a single site consisting of one or more 
workload domains. Cloud Foundation can be deployed as a stretched cluster across availability zones with vSAN. New to Cloud Foundation 3.9 is Multi-instance Management which 

allows multiple VCF instances to connect for aggregated visibility and ease of management.
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VCF Multi-instance Management

Multiple VCF instances connected via a
Federation for aggregated visibility

and ease of management
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Cloud Foundation Stretched Cluster Workload Domains
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Increased availability with minimal downtime & data loss 

Inter-site load balancing 

Stretched cluster support in both management and selected 
workload domains from the site that is being stretched

Both Availability Zones (AZ) are active 

Ability to expand, delete and upgrade clusters

Utilises a L2 stretched network

Each stretched workload domain utilises a 3rd site for a 
vSAN witness 

Cloud Foundation Storage
Cloud Foundation supports creating domains on vSAN, NFS and VMFS on Fibre Channel. In addition, IP and FC storage can be added as 

supplemental storage used for data protection (backups) and to store other types of static data (templates and ISOs). Check the vSphere HCL 
or FC array and HBA Compatibility.
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The configuration for the management, vMotion, vSAN and VXAN networks is defined in the input parameters file used for bring-up. After bring-up, network pools 
can be created in the SDDC Manager to define additional networks.

A Cloud Platform in your Data Center
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Workload Domains
Domains start with a single cluster and as few as 3 hosts each cluster and can scale up to the vSphere/vSAN maximums and multiple clusters can be created. Each domain has it’s 
own vCenter Server instance and is patched and upgraded independently. The vCenter Server instances for all workload domains are configured with enhanced linked mode to 

allow for a central visibility and control while also allowing role-based access controls to be used to secure and limit access. Multi-cluster domains enable scalability.
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